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Keys to Performance

= Computation
= Communication
= Locality

= Each architecture has a different balance between these
= Each kernel has a different balance between these

= Performance is a question of how well an kernel’s characteristics map to an architecture’s
characteristics

https://crd.Ibl.gov/assets/pubs_presos/parlab08-roofline-talk.pdf
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Computation

= Usually, floating point performance (Gflop/s) is the metric of interest

= Road to peak in-core performance:
= Improve ILP and apply SIMD

::Z :g Ei mgm mg Scalar mode SIMD processing
li IE D | Ex IMEM| wB gir;erigssﬁlrt”)dionpmd”m (one instruction can produce multiple results)
IF | ID | EX |[MEM| WB - , : . . :
t ' a alit7dl eliEo]| BiEs) + + +
- F | D | EX IMEM| wB afi] [T BiEe]| BB ali+41 2031 afi+2] afi+1] [afi]
IF | ID | EX |MEM| WB + + +
IF D) EX |MEM) WB S 5722721 BTt B bri+41 B3] bii+2] bri+11 B
IF [ ID | EX |[MEM| WB
Ik D | EXMEM| WB a[i+bli] S B B a2 [a@si] i) e [
IF | ID | EX |[MEM WB '

Instruction Level Parallelism (ILP) Single Instruction Multiple Data (SIMD)

= Balance floating-point operation mix: equal number of additions and multiplications
Hardware may have Fused Multiple-Add instructions (FMA) or equal number of adders/multipliers
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Communication
= DRAM bandwidth (GB/s) is the metric of interest
for (i=0; i<n; i++) for (i=0; i<n; i++)
for (3=0; j<n; J++) for (J=0; j<n; Jj++)
ali103] = alil(3] + cli1(3] * d; alj1[i] = aljl[i] + c[3]1[i] * d;

= Restructure loops for unit stride accesses #79 | Xeones-2600 (SR xeon es-2600 |58

. Engages the hardware prefetCher Doaal sorale el 2 erreakeall | oors
= Ensure memory affinity e | e || e | T2

= E.g., two multicore chips with local memory controller upto E1"_"'ﬂ—=»«“ AN

I GHB (] STR s SswW [ 1 SW+GHB SW+STR — Speedup

= Use software prefetching

» Depending on the architecture, HW prefetcher can
take time (e.g., 5 loads) to start prefetching

= SW prefetching can provide speedups for complex
access patterns

Norm. Execution Cycle

Lee, Jaekyu, Hyesoon Kim, and Richard Vuduc. "When prefetching works, when it doesn’t, and why." ACM Transactions on Architecture and Code Optimization (TACO) 9.1 (2012): 2.
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Locality

|
3Cs Model _ What is the lower bound to the number of
= Compulsory: On the first access to a block; the memory operations?

block must be brought into the cache; also called
cold start misses, or first reference misses.

How to lower capacity misses?

= Capacity: Occur because blocks are being discarded
from cache because cache cannot contain all blocks
needed for program execution (program working set
IS much larger than cache capacity).

= Conflict: In the case of set associative or direct
mapped block placement strategies, conflict misses
occur when several blocks are mapped to the same =SS

set or block frame; also called collision misses or Cache Size (KB) Compulsory
interference misses.

Can we lower compulsory misses?

http://meseec.ce.rit.edu/eecc551-winter2001/551-1-30-2002.pdf
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How to Improve Locality?

= Merging Arrays

/* Before: 2 sequential arrays */
int val[SIZE];
int key[SIZE];

/* After: 1 array of stuctures */

* Reduce conflicts between key and val
* Improve spatial locality

struct merge {

int wval;

int key;
}i

struct merge merged array[SIZE];

= Loop Interchange
= Loop Fusion
= Blocking or “tiling”
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How to Improve Locality?

= Merging Arrays
= Loop Interchange
/* Before */

for (k = 0; k < 100; k = k+1)
for (3 = 0; j < 100; j = j+1)

for (1 = 0; 1 < 5000; 1 = i+1)

x[1i][3] = 2 * x[i]1[3];
/* After */
for (k = 0; k < 100; k = k+1)
for (1 = 0; 1 < 5000; 1 = 1i+1)
for (3 = 0; j < 100; j = j+1)

_ spcl.inf.ethz.ch
/ L y @spcl_eth

Improves spatial locality: sequential access
instead of striding through memory every 100
words

x[1]1[3] = 2 * x[1i][]];

= Loop Fusion
= Blocking or “tiling”
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How to Improve Locality?

= Merging Arrays
= Loop Interchange

= Loop Fusion
/* Before */
for (i = 0; 1 < N; i = i+1)
for (jJ = 0; J < N; j = j+1)
alil[3] = 1/bIil[3] * c[il[3];
for (1 = 0; 1 < N; 1 = 1i+1)
for (j = 0; j < N; j = j+1)
dli]l [3] = alil[3j] + c[i][3]>
/* After */
for (1 = 0; 1 < N; 1 = i+1)
for (j = 0; 3 < N; j = j+1)
{ afi][3] = 1/b[i][3] * c[i][3];
d[i] [3] = a[i][3] + c[i][3]1:}

* From two missies per access to a & ¢ to one miss
per access
* Improve spatial locality

= Blocking or “tiling”
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How to Improve Locality?

= Merging Arrays

= Loop Interchange

= Loop Fusion

= Blocking or “tiling”
= Example: matrix multiplication
= Goal: reduce the working set
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Compute/Memory Bound

= What do we mean by “compute bound”?
= |t has high operations intensity

= What to we mean by “memory bound”?
= |t has low operational intensity

= They’re not very precise definitions...
= Roofline model helps to clarify

» Plots the performance (GFlops/second) as a function of the Operational Intensity (GFlops/byte)
» What's Operational Intensity?
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Operational Intensity

= How many Flops per byte does your code show?
= Work: W is the number of operations performed by a given program

= Memory Traffic: Q is the number of bytes transferred from memory by a
given program

= Can you increase it?
» For some kernels, Ol is a function of the input size
e.g., dense matrix multiplication A
= What else? -
Improve locality L] L =]

= Example: matrix multiplication (3 nested loops)
Wm) = ~n3 :
Q(n) = n? i Are we making some } Measures the traffic between the

caches and DRAM. But why?

assumptions here?

Wmn)
Q(n)

I(n) =

~n
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Roofline Model

p
Ridge Point shifts right
128 from 1.0to 4.4

Attainable GFlops/sec = Min(Peak Floating Point Performance, b _ Otarm 34
Peak Memory Bandwidth x Operational Intensity) M _ o |
- A kernel with a given Ol lies somewhere in the 2 s [
vertical line with x=0I il &5 oomtoany pom poramanca 1 | y Opteron x2
. _ . . : b : : o
« Ridge point: intersection of the diagonal and g 5 H gl
horizontal roof : /1 ¥ :
 Its x-coordinate is the minimum operational 1 5
intensity required to achieve maximum 2p a3 2 2
performance 1 £ 2
It suggests the level of difficulty for 3 - ‘
programmers and compiler writers to achieve 2 15;5‘ g A S
peak performance opsrstonelrksesi ( peoy s M perational intensity (FopsByte) .
Opteron X4:

« Canissue 2 FP SEEZ2 instructions per cycle
« Slightly faster clock rate
* >4x gain in peak performance w.r.t. X2
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Adding Cellings

= What if your program is far from the roofline?
= Ceilings can help us: you cannot break through a ceiling without performing the associated optimization.

(a) Computational Ceilings (b) Bandwidth Ceilings (c) Optimization Regions
128 T T T ‘ 128 T T T 128

64

Cache usage optimizations can increase the OlI, hence put
a kernel in a different optimization region.

32t

ing-point performance|

o )ﬁ{ting—poin_t balanc
a8 . . . . . 1 ]
2 First improve Ol, then apply other optimizations. v
i 1.ILP or SIMD
B G w0 i :
c = = )
' T T 1
z z, Z ,
i
1
i .
TLP only 2 1 TLP only
1
]
i
1 1 '
'3
1 £
1/2 L i i i I i 1/2 Oy 1 L i i I i - L i L 1 g i
1/8 1/4 1/2 1 2 4 8 16 1/8 1/4 1/2 1 2 4 8 16 1/8 1/4 172 1 2 4 8 16
Operational Intensity (Flops/Byte) Operational Intensity (Flops/Byte) Operational Intensity (Flops/Byte)

= The height of the gap between a ceiling and the next higher one is the potential reward for trying that optimization

= Their order suggests the optimization order. Lower ceilings: easy to implement by the programmer or likely realized by the
compiler.
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Models & Results

(a) Intel Xeon (Clovertown)

128

32 r

GFlops/s
>

0]
T

FFT (5128

[m]
I
=
o
—

1

1/2
Operational Intensity (Flops/Byte)

GFlops/s

(b) Intel Xeon (Clovertown)

128

32 r

—_
(s3]
T

2]

@-balanoecgl mul/add

TLP only

1 1 1

1/2 1 2 4 8 16
Operational Intensity (Flops/Byte)

14
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Models & Results

(e) IBM Cell (QS20) (f) IBM Cell (QS20)
1 28 T T L} L} T T L) 1 28 T T T L} T T T
64 . 64 | i
35 | peak DP; 32 | -peak DP]
N +FMA ~ +SIMD
1 5 .
I Ll
o 16 -u ............................ o 16 b v SR
‘é T +SIMD 2 Cell Processor Architecture
i 1 (N E
C g ! A O gt q
1 TT 1 +ILP Power Processor Element (PPE)
I 111 (64 bit PowerPC with VMX)
I i
4 I ......... ' I E ' ................................ 4 o
I T TLP only Controller r Controlier I L I
1 (|
1 1 170
2 I 1% %N | 2 Controller I Contraller LEL
1z f11Eb
[ E % N SPE 1 SPE5
1 i i Lo VT T i i 1 1 Dual "configurable EIB
116 1/8 1/4 1/2 1 2 4 8 16 1/16 1/g High speed VO
SPE SPE
Operational Intensity (Flops/Byte) channels ‘ °
(76.8 GBytes per
second in total)
SPE3 SPE7
Dual 12.8 GByte per
SPE 4 SPES second memory busses
give Cell huge memory
(25.6 GBytes
\\ per second in total)
@ as Blachford 2005 ?LBHEE;:T;:T;IMEFWHHEN Bus’systerll.
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Multithreading

Performance [Flops/Cycle]

Peal mpar. (48.0 Flops/Cycle) ) =
cE

10 Peak ruseq (8.0 Flops/Cycle)

2800 FFT

4194304
IOUI 2

dgemv

0.1 | 10
Operational Intensity [Flops/Byte]

(a) Sequential code.

= The ridge point shifts from 1.3 to 4.6

Performance [Flops/Cycle]
Peak 1t par. (48.0 Flops/Cycle) o 2800

dgemm

10 Peak 1 seq. (8.0 Flops/Cyde)

FFT

2800
4194304

0.1 | 10
Operational Intensity [Flops/Byte]

(b) Parallel code.

= Increasing the input makes parallelization gain efficiency
= Until when the working set gets too big to stay in cache

Ofenbeck, Georg, et al. "Applying the roofline model."” Performance Analysis of Systems and Software (ISPASS), 2014 IEEE International Symposium on. IEEE, 2014.
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Applying the Roofline Model

= [For each kernel, we need to measure:

* Thework W W = Scalar_double + SSE_double x 2 + AVX_double x 4
Counters for floating point operations

[ E.g., W on a Sandy Bridge platform ]

» TheruntimeT
Read Time Stamp Counter (RDTSC) is still a right choice

= The memory traffic Q
LLC misses can be an underestimation
Measure raw traffic on the memory controller if possible (i.e.,Intel PCM)

= For each architecture, we need to measure:
= The peak performance m: microbenchmarks or manual
* The memory bandwidth £: microbenchmarks, most challenging

[ LibLSB: https://spcl.inf.ethz.ch/Research/Performance/LibLSB/ }

Ofenbeck, Georg, et al. "Applying the roofline model."” Performance Analysis of Systems and Software (ISPASS), 2014 IEEE International Symposium on. IEEE, 2014.



