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Abstract
Resource disaggregation is a promising technique for improv-
ing the efficiency of large-scale computing systems. However,
this comes at the cost of increased memory access latency
due to the need to rely on the network fabric to transfer
data between remote nodes. As such, it is crucial to ascer-
tain an application’s memory latency sensitivity to minimize
the overall performance impact. Existing tools for measur-
ing memory latency sensitivity often rely on custom ad-hoc
hardware or cycle-accurate simulators, which can be inflexi-
ble and time-consuming. To address this, we present EDAN
(Execution DAG Analyzer), a novel performance analysis
tool that leverages an application’s runtime instruction trace
to generate its corresponding execution DAG. This approach
allows us to estimate the latency sensitivity of sequential
programs and investigate the impact of different hardware
configurations. EDAN not only provides us with the capa-
bility of calculating the theoretical bounds for performance
metrics, but it also helps us gain insight into the memory-
level parallelism inherent to HPC applications. We apply
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EDAN to applications and benchmarks such as PolyBench,
HPCG, and LULESH to unveil the characteristics of their
intrinsic memory-level parallelism and latency sensitivity.
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1 Introduction
Modern communication networks exhibit exponentially in-
creasing bandwidths, exemplified by the doubling of Ethernet
switch rates every two years [29]. These higher bandwidths
are achieved through higher frequencies and complex sig-
naling (e.g., PAM4), resulting in higher bit error rates in
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transceivers. To address this, stronger and more complex for-
ward error correction (FEC) mechanisms, such as those in the
upcoming 800G and 1.6T IEEE P802.3df specification [22], are
used, significantly increasing processing latency. Fast FEC
implementations today can have latencies as low as 50ns, but
future FECs may increase this latency by 100ns or more, lead-
ing to per-link latency of several hundred nanoseconds [29].
This trend continues across modern networks, with higher
bandwidths at the expense of higher latencies.
Resource disaggregation is a promising technique that

has been recently explored in both the fields of High-
Performance Computing (HPC) and datacenter designs. It
challenges the traditional monolithic server architecture by
separating heterogeneous resources into discrete units con-
nected by a high-speed network. Not only does this approach
allow flexible and dynamic provisioning of resources to bet-
ter match various application requirements, but it also mini-
mizes the idle time of expensive resources, such as accelera-
tors and CPUs, which greatly reduces the cost and energy
consumption in a large system [43]. While memory disaggre-
gation networks opt for lower-latency protocols and weaker
FEC protection, they follow the same general trend as Ether-
net: higher bandwidth will likely cause higher latency. Thus,
the ratio of bandwidth to latency will worsen in the coming
generations.
Memory disaggregation is prevalent amongst all the re-

source aggregation systems [17, 40, 41, 49], as it increases the
memory utilization across datacenters and helps boost the
scalability of memory-intensive applications, such as data-
processing frameworks and HPC applications [48]. However,
growing latencies may limit or even reduce their efficiency
because data access relies on the network fabric [48]. Gao et
al. [25] show that additional latency reduces the performance
of data-intensive applications regardless of the network band-
width. In essence, the more sensitive an application is toward
memory latency, the more noticeable its performance degra-
dation will be. To this end, it is crucial to ascertain the mem-
ory latency sensitivity and tolerance of applications so that
resource allocations and system design can be done in a way
that minimizes the overall performance impact.

Measuring memory latency sensitivity, however, is a com-
plex topic. It generally involves artificially injecting latency
into memory accesses and recording application runtime un-
der varying degrees of additional latency. As exemplified by
the works of Patke et al. [48] and Domke et al. [20], one has
the option to depend either on some custom ad-hoc hardware
that is inflexible and difficult to acquire or cycle-accurate
simulators that are extremely time-consuming.

To address this issue, we introduce EDAN (Execution DAG
Analyzer), a novel performance analysis tool that leverages
a program’s runtime instruction trace to generate its corre-
sponding execution DAG (eDAG). This approach exposes

true instruction dependencies and allows us to estimate an
application’s latency sensitivity in fine detail using a CPU
and cache model. Unlike other methods, EDAN requires only
one execution of the program to automatically generate the
eDAG, enabling efficient investigation of different hardware
configurations (e.g., cache sizes, memory issue slots). EDAN
empowers programmers to prioritize memory latency tol-
erance in algorithm design and provides valuable insights
for hardware architects on the impact of architectural pa-
rameters. In the context of HPC, EDAN becomes essential
for memory-intensive tasks, identifying code sections with
high memory intensity and optimizing parallel execution
and data locality for enhanced performance.
Under the assumption of an idealized computational

model, EDAN not only provides us with the capability of
calculating the theoretical bounds for performance metrics
such as bandwidth utilization and memory latency sensitiv-
ity, but it also helps us gain preliminary insights into the
memory-level parallelism inherent to a range of applications.
This, in turn, can guide design decisions about architectural
parameters, such as the number of issue slots and cache
sizes. We apply EDAN to applications and benchmarks such
as PolyBench, HPCG, and LULESH to shed some light on
their memory-level parallelism and latency sensitivity.

The primary contributions of our paper are as follows:

• We develop EDAN, an experimental tool for theoretical
performance analysis based on execution DAGs.

• We define a new memory cost model inspired by
Brent’s lemma, which defines upper and lower bounds
for the memory access cost of an eDAG based on the
number of memory issue slots. From this model, we
then derive two performance metrics that quantify the
memory latency sensitivity of an application.

• Wedemonstrate the effectiveness of EDANby applying
it to several HPC applications and benchmarks, and
present the insights from this investigation.

1.1 Motivation
To assess the memory latency sensitivity of an application,
state-of-the-art cycle-approximate simulators such as gem5
are commonly used. Despite its flexibility and relative accu-
racy, one significant drawback is its simulation speed. As
addressed in [6], compared with translation-based simula-
tors such as QEMU [4], gem5 is significantly slower. This
was demonstrated in [20], which claimed to be “the largest
cycle-accurate simulations" ever conducted with research-
driven gem5. As the authors stated, the benchmarks alone
took multiple months to run, and even then some were still
missing due to gem5-related issues or exceeding the time
limit of the simulation. Despite the complexity and scale of
their experiments, it is evident that gem5 lacks scalability.
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Figure 1: Simulation time of Polybench kernels (small size) using QEMU emulation with instruction tracing (EDAN), and gem5
cycle-approximate simulation. Runtime on a RISC-V chip is used as the baseline for slowdown calculations.

We tested the slowdown of gem5 (version 22.1) using
PolyBench-C (version 3.20), cross-compiled into RISC-V bi-
naries. We ran the benchmarks in three environments: (i)
native RISC-V chip, (ii) QEMU user-mode emulation with a
custom instruction tracing plugin, and (iii) gem5. The RISC-
V board used was a StarFive VisionFive with 2 CPUs and 8GB
of memory. The server for QEMU and gem5 had an AMD
Ryzen 5 CPU and 16GB of RAM. The gem5 configuration in-
cluded SE mode, 1 GHz RiscvO3CPUwith 16GB DRAM (50ns
latency), 16kB L1i, 64kB L1d caches, and 256kB L2 cache. In
Fig 1, gem5 showed slowdowns ranging from 100× to 900×,
while our plugin was on average only 5× to 10× slower than
the baseline. This discrepancy highlights the scalability is-
sues of using gem5 for large HPC applications or parameter
sweeps. In contrast, EDAN uses QEMU for tracing, which is
an order of magnitude faster than gem5.
To generate DAGs for a program, one may propose to

exploit memory traces or MPI traces, yet neither is sufficient
in this scenario. A pure memory trace does not contain de-
pendency information between memory accesses, and an
MPI trace is too coarse-grained for exposing memory-level
parallelism. Therefore, our approach is necessary as it al-
lows us to accurately identify data dependencies between
instructions in the most fine-grained manner.

2 Background
2.1 Execution DAG (eDAG)

int a = 1;
int b = 2;
int c = 3;
int sum = a + b + c;

0: li a3,1 1: a4,2 3: li a5,3

2: add a3,a3,a4 4: add a3,a3,a5

Figure 2: A simple C program calculating the sum of 3 vari-
ables and its corresponding eDAG.

An execution DAG (eDAG) is a way to represent the data
dependencies between computations. While they share simi-
larities with the computational DAG commonly discussed

in the literature [35, 36, 70], eDAGs are distinct in that they
are generated from execution traces instead of being derived
from analyzing programs’ computation patterns. Formally,
an eDAG can be expressed as a directed graph 𝐺 = (𝑉 , 𝐸).
𝑉 represents the set of instructions in a program and edges
𝐸 ⊆ (𝑉 × 𝑉 ) denote the set of directed edges defining the
data dependencies between instructions [18, 47, 71]. Fig 2
provides an example of a trivial C program in which three
variables a, b, and c are initialized, and added together to
another variable sum.

2.2 DAG-based Performance Analysis
𝑇1 is the total time needed to execute all instructions in
the program with one processor [18]. Mathematically, 𝑇1 =∑
𝑣∈𝑉 𝑡 (𝑣), where 𝑡 (𝑣) gives the execution time of vertex

𝑣 . If all vertices have unit cost, 𝑇1 equals the total number
of vertices in the eDAG. The depth of an eDAG 𝑇∞, also
known as span, is the shortest time required to execute all
instructions with unlimited processors. It is the aggregate
execution time of vertices along the longest path, which is
the critical path of the eDAG. The depth is 𝑇∞ = max𝜋 𝑇 (𝜋),
where 𝜋 denotes a sequence of vertices 𝑣1, 𝑣2, . . . , 𝑣𝑘 with 𝑣1
and 𝑣𝑘 as input and output vertices, respectively, and𝑇 (𝜋) =∑
𝑣∈𝜋 𝑡 (𝑣). The degree of parallelism is the ratio between 𝑇1

and 𝑇∞, representing the average number of vertices that
can be executed concurrently at each step along the critical
path. A higher degree of parallelism means more tasks can
be executed simultaneously, potentially leading to faster
overall program execution time. The work law states𝑇𝑝 ≥ 𝑇1

𝑝
,

where 𝑝 is the number of available processors, and 𝑇𝑝 is
the execution time of the program. The span law states that
𝑇𝑝 ≥ 𝑇∞. Together, they define the lower bound of 𝑇𝑝 as
𝑇𝑝 ≥ max{𝑇1

𝑝
,𝑇∞}. Brent’s lemma, with 𝑇1, 𝑇∞, 𝑝 processors,

and a greedy scheduler, states that the execution time of a
program 𝑇𝑝 is upper bounded by 𝑇1−𝑇∞

𝑝
+𝑇∞ [11, 27].
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Input Program RISC-V Binary Tracer
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eDAG Analysis
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Figure 3: High-level overview of the EDAN toolchain.

3 eDAG Analyzer Toolchain
Fig 3 illustrates the overall structure and the elements in-
volved in the workflow of the EDAN toolchain. As one can
see from the colored blocks, it is composed of three main
stages, whose respective functionalities are tracing programs,
generating eDAGs based on the collected trace, and produc-
ing relevant performance metrics from eDAGs. The principal
components and design choices in each stage are discussed
in detail in the following sections.
We chose RISC-V as the target ISA for two reasons.

Firstly, it is relatively simple with fewer and less complex
instructions, speeding up development and simplifying the
parser [68]. Secondly, RISC-V has garnered significant in-
terest from academia and industry, leading to the devel-
opment of numerous new extensions and hardware sup-
port [2, 3, 21, 61]. Our aim is to contribute to the open-source
RISC-V community and ecosystem through EDAN’s intro-
duction. EDAN’s modular design allows for easy incorpo-
ration of support for other ISAs without affecting the core
functionality of the toolchain.

3.1 Program Tracing
The primary goal of the first stage is to obtain a trace of every
assembly instruction that has been executed in a program.
To start, we take the source code of an arbitrary application
and compile it to RISC-V binary. In order to achieve this,
we primarily leveraged the RISC-V GNU Toolchain (GCC
version 12.2.0) [55], considering that many users may not
have access to dedicated hardware supporting the RISC-V
ISA. To ensure optimal performance, all programs mentioned
in this paper are compiled using O3 optimization.

3.1.1 Tracer. Many tools can be employed to trace programs,
including perf [63] or gdb [65]. Nonetheless, they are either
too slow or do not allow the trace output to be customized
easily. To this end, we chose to utilize the Tiny Code Gen-
erator (TCG) plugin in QEMU (version 7.2.91) user mode
[5] as the core of EDAN’s tracer. This approach has several
benefits. Firstly, QEMU under user mode is exceptionally
fast as TCG translates target instructions and syscalls to be

1 #define N 4
2 int kernel(int *arr , int n)
3 {
4 int i, sum = 0;
5 // Perform summation
6 for (i = 0; i < n; ++i)
7 sum += arr[i];
8 return sum;
9 }

Figure 4: Kernel in C that sums all elements in an array.

1 add a3,a0,a1
2 mv a0,zero
3 lw a4 ,0(a5);0 x40080290
4 addi a5,a5 ,4
5 addw a0,a0,a4
6 bne a3,a5 ,-6
7 lw a4 ,0(a5);0 x40080294
8 addi a5,a5 ,4
9 addw a0,a0,a4

Figure 5: Section of the trace from the summation kernel.

host-compatible without emulating the OS kernel or hard-
ware. Secondly, TCG plugins are C programs that access
the runtime information and interact with QEMU via APIs.
Hence, by writing our own TCG plugin and modifying parts
of the disassembler, we can easily tailor the output to our
desired format and maximize the performance of program
tracing. Lastly, unlike ISA-specific emulators such as rv8 [16]
and banshee [54], similar TCG plugins can be attached to
QEMU emulators with different target ISAs, enabling assem-
bly traces of various ISAs to be collected. The tracer plugin
also provides the flexibility to specify functions for tracing
or exclusion. This approach records only instructions from
crucial functions, ignoring irrelevant calls to the runtime
library, reducing the overhead and noise. In this case, adding
compiler flags like -g or -fno-inline is necessary to ensure
corresponding symbols are accessible during tracing.

Fig 4 shows a code that traverses through an integer array
arr of size n and returns the sum of all of its items. It will
serve as a running example throughout the paper and be
referred to as the summation kernel. Fig 5, on the other hand,
presents one section of the trace that was obtained through
the execution of the summation kernel. The instruction trace
contains two columns of data separated by semicolons. The
first column shows the assembly instruction, and the last
column, which is not always present, denotes the virtual
address of the data of a memory access operation.

3.2 eDAG Generation
After program tracing, the next step is to parse the trace and
generate an appropriate eDAG. To achieve this, we developed
a trace parser and eDAG generator written in Python.
The principal ideas behind the eDAG generator are pre-

sented by the Python-style pseudocode in Algorithm 1.
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𝑇! = 6

𝑇"
𝑇!

= 1.6

(a) Example eDAG where non-true dependencies are dashed arrows.

𝑇! = 5

𝑇"
𝑇!

= 2

(b) The same eDAG where only true dependencies are present.
Figure 6: Removing non-true dependencies can help reduce the depth of the eDAG and expose potential parallelism. A critical
path in both graphs is highlighted.

The eDAG generator is presented through Python-style
pseudocode in Algorithm 1. It processes the trace file, ex-
tracting instructions and data addresses. The cache model
simulates cache hits, and the instruction cost model com-
putes the computation cost of each instruction. These models
provide essential information for computing performance
metrics from eDAGs (Section 2.1). The core algorithm (lines
10 to 15) establishes dependencies between vertices, ensur-
ing correct identification of data dependencies during eDAG
construction. The generate_vertex() function abstracts
ISA-specific functionalities, simplifying the incorporation of
more ISAs into EDAN.
One potential restriction of applying the cache model to

the memory addresses according to the sequential order in
the trace is that when 𝑁 memory accesses are executed,
there are in reality 𝑁 ! ways to order them. Distinctive or-
derings will result in dissimilar cache miss rates. Therefore,
all topological sortings of memory access vertices should be
considered in theory. Nonetheless, that would be computa-
tionally intractable, and thus we decided to only follow one
specific ordering of the memory accesses.

Algorithm 1 Pseudocode for generating eDAGs
Input: Trace file 𝑡𝑟𝑎𝑐𝑒 , Cache model 𝑐𝑎𝑐ℎ𝑒 with parameters

𝜃 , Instruction cost model 𝑡 with parameters 𝜙
1: Initialize new 𝑒𝐷𝐴𝐺 object
2: Initialize a dictionary 𝑐𝑢𝑟𝑟_𝑣𝑠
3: for each 𝑙𝑖𝑛𝑒 in trace do
4: 𝑖𝑛𝑠𝑛, 𝑑𝑎𝑡𝑎_𝑎𝑑𝑑𝑟 = 𝑙𝑖𝑛𝑒.𝑠𝑝𝑙𝑖𝑡 (‘;’)
5: 𝑣 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒_𝑣𝑒𝑟𝑡𝑒𝑥 (𝑖𝑛𝑠𝑛, 𝑑𝑎𝑡𝑎_𝑎𝑑𝑑𝑟 )
6: if 𝑑𝑎𝑡𝑎_𝑎𝑑𝑑𝑟 is not None then
7: 𝑣 .𝑐𝑎𝑐ℎ𝑒_ℎ𝑖𝑡 = 𝑐𝑎𝑐ℎ𝑒.𝑔𝑒𝑡 (𝑑𝑎𝑡𝑎_𝑎𝑑𝑑𝑟 )
8: 𝑣 .𝑡𝑖𝑚𝑒 = 𝑡 .𝑔𝑒𝑡_𝑐𝑜𝑠𝑡 (𝑣)
9: 𝑒𝐷𝐴𝐺.𝑎𝑑𝑑_𝑣𝑒𝑟𝑡𝑒𝑥 (𝑣)
10: for each 𝑣𝑎𝑙 in 𝑣 .𝑑𝑒𝑝_𝑣𝑎𝑙𝑠 do
11: 𝑑𝑒𝑝_𝑣 = 𝑐𝑢𝑟𝑟_𝑣𝑠 [𝑣𝑎𝑙]
12: if 𝑑𝑒𝑝_𝑣 exists then
13: 𝑒𝐷𝐴𝐺.𝑎𝑑𝑑_𝑒𝑑𝑔𝑒 (𝑑𝑒𝑝_𝑣, 𝑣)
14: for each 𝑡𝑎𝑟𝑔𝑒𝑡 in 𝑣 .𝑡𝑎𝑟𝑔𝑒𝑡𝑠 do
15: 𝑐𝑢𝑟𝑟_𝑣𝑠 [𝑡𝑎𝑟𝑔𝑒𝑡] = 𝑣
16: return 𝑒𝐷𝐴𝐺

3.2.1 Exposing Potential Parallelism. There are four cat-
egories of data dependencies, which include true de-
pendencies (read-after-write dependencies or RAW), anti-
dependencies (write-after-read dependencies or WAR), out-
put dependencies (write-after-write dependencies or WAW),
and input dependencies (read-after-read or RAR) [38]. We no-
ticed that considering non-true data dependencies in eDAGs
greatly hinders the discovery of potential instruction-level
parallelism that is intrinsic to an application [46]. This can
be primarily attributed to the fact that in a realistic microar-
chitecture, only a limited number of registers are available.
Hence, false dependencies, especially WAW, can be seen as
introduced by the register allocation algorithm in a com-
piler [39] as a means to cope with this constraint.
To demonstrate how removing non-true dependencies

exposes potential instruction-level parallelism from the trace
of a purely sequential program, we present Fig 6. The two
subfigures show a segment of an eDAG generated from a
matrix multiplication kernel. The difference is that in Fig
6a, both WAW and RAW dependencies are kept, while in
Fig 6b WAW dependencies are removed. Assuming that all
vertices have unit cost, the work 𝑇1 in both cases is equal
to 10, yet in the first scenario, 𝑇∞ is 6 whereas 𝑇∞ is 5 in
the second scenario. In this specific example, as vertex 6
no longer needs to wait for vertex 2 to free register a3, all
load instructions can be executed at the same time. Thus, by
ignoring false data dependencies, we increased the average
degree of parallelism from 1.6 to 2.
One limitation of our current approach is that it can-

not fully uncover the potential instruction-level parallelism
when register spilling happens. To be more precise, depend-
ing on the register pressure of the ISA and the design of
the compiler, the values of some variables will be spilled to
the main memory and stored back throughout the execution
of the program [14]. This process creates additional depen-
dencies between instructions and decreases the maximum
degree of parallelism the program is capable of achieving
given enough registers.

Fig 7 demonstrates the eDAG generated from the summa-
tion kernel trace with a 4-item input array. The eDAG shows
that register a0 stores sum, and vertices on the right add each
array item to the sum. On the left, register a5 increments as
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0: slli a1,a1,2

2: add a3,a0,a1

1: mv a5,a0

4: lw a4,0(a5)5: addi a5,a5,4

3: mv a0,zero

6: addw a0,a0,a47: bne a3,a5,-6

11: bne a3,a5,-6

15: bne a3,a5,-6

19: bne a3,a5,-6

8: lw a4,0(a5)9: addi a5,a5,4

10: addw a0,a0,a412: lw a4,0(a5)13: addi a5,a5,4

14: addw a0,a0,a416: lw a4,0(a5)17: addi a5,a5,4

18: addw a0,a0,a4

Figure 7: eDAG generated from the trace of the summation
kernel for n=4. Red vertices represent memory accesses,
white vertices denote other instructions. Edges represent
true dependencies.

the index into the array, serving as the address for the next
item to load. Branch instruction vertices (e.g., 7, 11, 15) do
not overwrite register or memory address values. As eDAG
only considers data dependencies and ignores control flow
dependencies, no other vertices depend on them.

3.3 eDAG Analysis
To achieve the primary objective of this work, which is to ob-
tain performance metrics including the theoretical memory
latency sensitivity of a program, the generated eDAGs are
passed to the eDAG analyzer. Before discussing the details
of the metrics, we first define an appropriate cost model.

3.3.1 Memory Cost Model. To mitigate the effects of the
high latency and low bandwidth of memory accesses, CPUs
employ two orthogonal techniques. First, multiple memory
access instructions can be pipelined and executed in paral-
lel [26]. This can increase the throughput of the system as
long as the memory-level parallelism is high enough. Second,
caches can reduce the number of memory accesses that need
to access RAM, which improves the average latency as long
as the program has good locality [8]. We extract a metric
that takes into account memory-level parallelism and locality
from our eDAGs. We assign each memory access that goes
to RAM a constant access latency of 𝛼 and we assume that
𝑚 memory accesses can be issued in parallel. This means
that issuing 𝑠 memory accesses in parallel costs ⌈ 𝑠

𝑚
⌉𝛼 . In

contrast, for a chain of 𝑠 dependent accesses to RAM, the cost
is 𝑠𝛼 . In addition to the memory cost, we consider the total
computational cost of non-memory-access operations (e.g.,
arithmetic, and cache access) in an eDAG to be a constant
𝐶 that is independent of 𝛼 and proportional to the work. A
vertex that accesses RAM (and is hence a cache miss) is a
memory access vertex.

In general, we subdivide the eDAG into layers, which we
define recursively: The first layer consists of memory access
vertices that are not reachable from any other memory access
vertices. The 𝑖 +1-th layer consists of memory access vertices
that are reachable from vertices in the 𝑖-th layer without

going through another memory access vertex. The number
of layers is the memory depth D and the total number of
memory access vertices is the memory work W. Let W𝑖 be
the number of memory access vertices in level 𝑖 . Based on
these variables, the memory cost𝑀𝑚,𝛼 is bounded by

max
(
D, W

𝑚

)
𝛼 ≤ 𝑀𝑚,𝛼 ≤

(
W −D
𝑚

+ D
)
𝛼 . (1)

which can be obtained in similar reasoning as the work/span
laws and Brent’s lemma: For the lower bounds, notice that
memory accesses that depend on each other must execute
one after the other. Consider a path that contains the largest
number of memory access vertices in the eDAG. Its length is
D, which yields the lower bound ofD𝛼 . For the second lower
bound, notice that at most𝑚 memory accesses can occur in
parallel. As there are W memory access vertices, the bound
W
𝑚

follows. For the upper bound, observe that by definition of
a layer, every memory access in a given layer can be issued in
parallel. Hence, the memory cost to execute layer 𝑖 is

⌈
W𝑖

𝑚

⌉
𝛼

and the total memory cost is bounded by
∑D
𝑖=1

⌈
W𝑖

𝑚

⌉
𝛼 over

the layers. Then, the inequality follows by using the rule
⌈ 𝑛
𝑚
⌉ = ⌊𝑛−1

𝑚
⌋ + 1, which holds for positive 𝑛 and𝑚. To be

more precise, Equation 1 describes the theoretical upper
and lower bounds of the execution time of a program if its
eDAG only contains memory access vertices while all other
operations are ignored. Note that variables D,W, 𝐶 ,𝑀𝑚,𝛼
and 𝑇𝑚,𝛼 are all functions of a given eDAG 𝐺 . If 𝐺 is clear
from the context, it is omitted from the expressions. Now, if
we take into account the constant computation cost of non-
memory-access vertices we can bound the total theoretical
cost of the eDAG, 𝑇𝑚,𝛼 , for a given𝑚 and 𝛼 as:

max
(
D, W

𝑚

)
𝛼 +𝐶 ≤ 𝑇𝑚,𝛼 ≤

(
W −D
𝑚

+ D
)
𝛼 +𝐶 . (2)

For simplicity, this cost model ignores the interactions be-
tween memory access vertices and other instructions. Nev-
ertheless, it still provides us with an effective estimation
of the impact of both the memory access latency and the
number of available memory issue slots without having to
develop a complex model that considers all the intricacies of
the underlying architecture.

3.3.2 Memory Latency Sensitivity. In mathematics, sensitiv-
ity analysis (SA) investigates how a set of 𝑁 input variables
𝑥 = {𝑥1, . . . 𝑥𝑁 } influences the output 𝑦 = {𝑦1, . . . , 𝑦𝐷 } of a
function 𝑦 = 𝑔(𝑥) where 𝑔 : R𝑁 → R𝐷 [10, 59]. Two ap-
proaches are commonly used: local and global SA. Global SA
provides a comprehensive view of the effects of parameters
in 𝑥 , while local SA is easier to implement and less com-
putationally demanding. However, local SA has limitations,
especially for nonlinear models, leading to biased results
[57, 58]. When 𝑔 is differentiable, derivative-based local SA
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(a) Example eDAG of a latency-
sensitive application.
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(b) Example eDAG of a latency-
insensitive application.

Figure 8: eDAGs generated from a latency-sensitive vs.
latency-insensitive application, red vertices denote memory
accesses.

can be performed by computing the partial derivative of
𝑦 with respect to the 𝑖-th input 𝑥𝑖 , denoted as 𝑆𝑖 =

𝜕𝑦

𝜕𝑥𝑖

���
𝑥0
,

where 𝑆𝑖 is the sensitivity measure of 𝑥𝑖 , and 𝑥0 ∈ R𝑛 is the
fixed point for evaluating the derivative [9, 50].

To derive memory latency sensitivity based on eDAGs, we
refer to the theory regarding derivative-based local SA. In
essence, we can take one of the bounds of𝑇𝑚,𝛼 , and compute
its partial derivative with respect to 𝛼 . It is evident that the
derivative expresses the quantity of how much𝑇𝑚,𝛼 changes
as 𝛼 varies, and can be utilized to directly gauge the memory
latency sensitivity of an application. Moreover, considering
that the model is linear, we also minimize the influence of
bias from local SA [53, 58]. Since we are interested in the
worst-case performance, we opted for the upper bound of
𝑇𝑚,𝛼 , and define the absolute memory latency sensitivity 𝜆 as

𝜆 =

𝜕

((
W−D
𝑚

+ D
)
𝛼 +𝐶

)
𝜕𝛼

=
W −D
𝑚

+ D (3)

Fig 8 demonstrates eDAG features that distinguish a
latency-sensitive application from a latency-insensitive one.
eDAG 𝐺1 (Fig 8a) is more sensitive to memory latency, hav-
ing memory access vertices clustered along the critical path,
while𝐺2 (Fig 8b) is more tolerant with a memory depth of
1. The effect of depth on memory latency sensitivity is con-
strained by the available memory issue slots, as captured by
Equation 3. When 𝛼 increases,𝑇𝑚,𝛼 (𝐺1) increases by 3, while
𝑇𝑚,𝛼 (𝐺2) increases by 1. Limiting𝑚 to 1 results in a cost in-
crease of 3 for both. From this example, it can be seen that
the effect of depth on the overall memory latency sensitivity
is constrained by the number of available memory issue slots.
This characteristic is summarized perfectly by Equation 3.
After re-arranging, we have 𝜆 = 1

𝑚
W + (1 − 1

𝑚
)D, which

signifies that given a fixed𝑚 andW, 𝜆 grows with D. IfW
and D stay constant,𝑚 controls the proportions ofW and
D in the total computation cost. The larger𝑚 becomes, the
more weight is given to D and vice-versa.

While 𝜆 is a useful metric, it does not fully describe how an
application’s performance will be affected relative to a base-
line. If an application is already slow, introducing additional
memory access latency could lead to a comparatively larger

for (k = 0; k < _PB_N; k++) {
for (j = k + 1; j < _PB_N; j++)

A[k][j] = A[k][j] / A[k][k];
for (i = k + 1; i < _PB_N; i++)

for (j = k + 1; j < _PB_N; j++)
A[i][j] = A[i][j] - A[i][k] * A[k][j];

}

Figure 9: Data movement over time of the lu kernel. The
dataset size is 64. No cache model is used. Memory access
instructions take 200 cycles, other instructions have unit
costs. 𝜏 is set to 1 cycle.

decrease in performance on an absolute scale. However, the
slowdown may not be as significant relative to its baseline
performance. Conversely, adding memory latency to a fast
program may only result in a minor increase in execution
time on an absolute scale, but the relative impact on perfor-
mance could be substantial. To this end, we formulate the
relative memory latency sensitivity Λ of an eDAG as

Λ =
𝜆

𝜆𝛼0 +𝐶
(4)

where 𝛼0 is the baseline latency of memory access opera-
tions. Unlike 𝜆, Λ is a normalized metric between 0 and 1,
taking into account the percentage of a program’s total com-
putation cost attributed to memory accesses. Intuitively, it
represents the relative performance change of an application
with respect to a specific baseline.

3.3.3 Bandwidth Utilization. In addition to memory latency
sensitivity, one can also approximate a program’s average
bandwidth utilization and visualize its data movement with
the help of eDAGs. To do so, we first formulate the critical
path length 𝑇∞ exactly as described in Section 2.2, and𝑤 (𝑣)
as the amount of data moved between the CPU and the
main memory in bytes when 𝑣 is processed. Then, under
the assumption of a greedy scheduler and that an infinite
number of instructions can be performed in parallel, the
average bandwidth utilization 𝐵 can be expressed as

𝐵 =

∑
𝑣∈𝑉 𝑤 (𝑣)
𝑇∞

(5)

Note that 𝐵 should be regarded as a reference to the theo-
retical maximum average bandwidth that can be achieved
rather than an estimate of the actual bandwidth usage.

We then define 𝑆 (𝑣), and 𝐹 (𝑣) as the start time and finish
time of vertex 𝑣 respectively. Given an eDAG 𝐺 = (𝑉 , 𝐸),
𝑆 (𝑣) and 𝐹 (𝑣) can be calculated as follows

𝑆 (𝑣) =
{
0 , if 𝑣 ∈ 𝐼
max {𝐹 (𝑢) | (𝑢, 𝑣) ∈ 𝐸} , otherwise

(6)

𝐹 (𝑣) = 𝑆 (𝑣) + 𝑡 (𝑣) (7)
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Figure 10: Impact of increased memory access latency on the
runtime of 15 PolyBench linear algebra benchmarks.

where 𝐼 is the set of input vertices of 𝐺 (i.e. vertices whose
in-degree is 0), and 𝑡 is a predefined function that outputs
the execution time of 𝑣 . Now, we can stratify the eDAG
into ⌈𝑇∞

𝜏
⌉ phases given a specified time interval 𝜏 , and the

total data movement𝑈𝑖 within phase 𝑖 can be expressed as
𝑈𝑖 =

∑
𝑣∈𝐾 𝑤 (𝑣) where 𝐾 = {𝑣 | 𝑆 (𝑣) ≤ 𝜏 · 𝑖 ≤ 𝐹 (𝑣)} is

a set containing all vertices that are being run in phase 𝑖 .
By assigning reasonable execution times to different types
of instructions and adjusting the value of 𝜏 , we can obtain
sensible estimations of the data movement pattern of an
application at various time resolutions.
Fig 9 shows the data movement plot generated from the

trace of LU decomposition. Peaks in the diagram correspond
to each iteration, aligning with the intuition behind LU de-
composition. The data movement decreases as the algorithm
updates the upper triangular matrix from top to bottom. This
example demonstrates how eDAGs can identify hidden data
bursts in a program. Moreover, it illustrates that eDAGs are
not only suitable for theoretical analysis but also capable of
producing practical performance metrics.

4 Validation of EDAN
Despite the incorporation of an instruction cost model,
EDAN by no means provides a direct estimation of programs’
actual runtime. Thus, to validate thememory latency sensitiv-
ity metrics and to assess EDAN’s efficacy, another approach
has to be taken. The technique we opted for involves mea-
suring the performance degradation of various applications,
ranking them based on the impact of memory latency, and
then comparing the applications’ ranks to those acquired
by analyzing their eDAGs. To gather data for the first step,
we had to resort to gem5 as we lacked hardware that would
easily allow artificial memory access delays to be injected.

Considering the significant latency overhead of gem5, we
chose a set of linear algebra kernels with a small dataset
size from PolyBench to be evaluated. PolyBench-C bundles
30 compact kernels that capture the “dense” side of scien-
tific computing [23]. These kernels exhibit diverse memory
access patterns and algorithmic motifs found within HPC
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Figure 11: Comparison of memory latency sensitivity rank-
ings of benchmarks based on gem5 data and 𝜆.

applications, machine learning training, and graph process-
ing engines. Moreover, their small size allows for complete
execution within gem5 across various latency configurations.

The configuration of gem5 is as follows: SE mode, 1 GHz
RiscvO3CPU with 16GM DRAM with 50ns latency, 16kB
L1i and 64kB Lid caches. For simplicity, we did not attempt
to emulate a multi-node system with remote memory, as
performing parameter sweeps in gem5 for numerous param-
eters and applications will be excessively time-consuming.
Instead, we varied the DRAM latency for all memory access
instructions from the baseline to 300𝑛𝑠 at 5𝑛𝑠 increment. We
used PolyBench’s internal time reporting functionality to
measure only the time of the computation kernel [23].

4.1 Validation of 𝜆
In Fig 10, we display the runtime of 15 linear algebra bench-
marks in gem5 plotted against increasing DRAM latencies.
To generate the ranking, we calculated the average execution
time for each across all tested latencies. We sorted them from
highest to lowest, with the first kernel being the most latency
sensitive. To produce the ranking with EDAN, we began by
recording traces for the main computational kernels in the
benchmarks, while disregarding extraneous functions like
array initialization. This ensured that the code section we
traced would correspond accurately with the timing data pro-
vided by gem5. We generated the eDAG for each benchmark
using the same parameters for the cache model as those used
in gem5. We then calculated their respective 𝜆 value with a
value of 4 for𝑚 and sorted them in descending order.

Fig 11 compares rankings from gem5 and the 𝜆 metric. 6
out of 15 benchmarks’ rankings match perfectly with gem5’s
ground truth, including the two most and three least latency-
sensitive kernels. For the misaligned benchmarks, the ranks
differ by a maximum of 2, with an average difference of only
0.93. This demonstrates 𝜆 as a reliable metric to compare the
potential increase in execution time of multiple applications
when additional memory latency is introduced. EDAN sig-
nificantly enhances productivity, reducing data collection
time from 24 hours in gem5 to less than an hour. It is impor-
tant to note, however, that the value of 𝜆 does not directly
correspond to the magnitude of the execution time increase.
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Figure 12: Comparison of memory latency sensitivity rank-
ings of benchmarks based on gem5 data and Λ.

4.2 Validation of Λ
To test the validity of Λ, we use the same data collected
with gem5. Following the same methodology outlined in the
previous section, we determined the relative slowdown of
each benchmark’s runtime when compared to its baseline (i.e.
50𝑛𝑠 DRAM latency) across all DRAM latencies. We ranked
the benchmarks accordingly based on the average relative
slowdown. For all benchmarks, we chose 𝛼0 to be 50 and the
total number of non-memory-access vertices in an eDAG to
be 𝐶 . We observed that, in this case, the actual values of 𝛼0
and 𝐶 only affect the magnitude of Λ, and do not alter the
rankings of the benchmarks.

Fig 12 presents the comparison of ranks based on the two
approaches. However, the results here are noticeably poorer
than those in Fig 11. Specifically, only one ranking based on
Λ conforms to the ground truth, and the average discrepancy
is 2.67. Nevertheless, albeit not perfectly, EDAN predicted the
top 4 most latency-sensitive benchmarks using Λ. Therefore,
we sought to investigate the circumstances under which Λ
would give a reasonable estimate. To do so, we computed
the value of W

𝐶
, the ratio of memory work to the number

of non-memory-access instructions. We discovered that the
top 4 kernels all have a W

𝐶
ratio larger than 0.3. Based on

this finding, it can be extrapolated that in order for Λ to
provide a sensible estimate, W

𝐶
needs to be above a certain

threshold. This can be attributed to the fact that our metric
does not accurately model the cost of non-memory access
instructions. It overlooks the interactions between memory
access vertices and all other instructions, making it difficult
to know when computations and memory accesses overlap
or depend on each other. Since the value of 𝐶 cannot be
computed precisely, it follows that as the proportion of mem-
ory access vertices becomes smaller, the larger the deviation
between the calculated Λ and its actual value. Despite its
weakness, Λ is still a valuable metric for identifying memory-
intensive benchmarks that could benefit from performance
optimization strategies such as caching or prefetching.

5 Case Studies
Now that we have validated our model and assessed the
strengths and weaknesses of EDAN, we will proceed to apply
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Figure 13: Impact of data sizes on the memory depth D of
PolyBench linear algebra benchmarks. Cache models were
not used.

it to a set of applications and benchmarks as case studies.
This will enable us to gain an in-depth understanding of their
potential memory-level parallelism and latency sensitivity.

5.1 PolyBench-C Suite
Although some experiments have already been performed on
PolyBench in the previous section, analyzingW and D of
individual benchmarks can still provide further insight into
memory-level parallelism. We varied the input data size 𝑁
for linear algebra benchmarks and investigated its impact on
W andD of their eDAGs. The effect of 𝑁 onW is relatively
uninformative, the relationship between them can simply be
characterized by polynomial functions with different degrees
according to the algorithms [36]. On the other hand, the
connection between 𝑁 and D is more compelling. Fig 13
plots the values ofD against 𝑁 , and it can be seen that 8 out
of 15 benchmarks have a constant memory depth despite a
changing 𝑁 . We attempted to categorize the benchmarks by
the types of algorithms they perform, yet it was unsuccessful
since algorithms that should belong to the same category,
such as trmm and 2mm, exhibit different behaviors for D.

Upon closer inspection, we made the following discovery:
Data-oblivious applications exhibit constant memory
depths under ideal architecture assumptions. This is
because data-oblivious applications have memory access
patterns and control flows that are not dependent on the
data itself [44]. Therefore, there are no loads that depend
on each other, as in pointer chasing. If infinite registers are
available, the longest chain of dependent memory accesses
would involve loading a value from memory and storing
it back after all dependent operations have been executed,
resulting in a constant memory depth. An example would be
the eDAG in Fig 7, where there is only one memory access
vertex along the critical path, regardless of the input size.
This indicates significant memory-level parallelism. Through
D andW, we expose the potential memory-level parallelism
in a program that is otherwise not easily detectable with a
traditional work and depth model.
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1 /* trmm: B := alpha*A '*B, A triangular */
2 for (i = 1; i < _PB_NI; i++)
3 for (j = 0; j < _PB_NI; j++)
4 for (k = 0; k < i; k++)
5 B[i][j] += alpha * A[i][k] * B[j][k];

Figure 14: Section of source code from trmm.

Despite being data-oblivious, around half of the tested
benchmarks still have a linear memory depth, which is
caused by register spilling as discussed in Section 3.2.1. To
demonstrate this, we present in Fig 14 a section of the source
code from trmm. In this case, trmm has the fastest-growing
memory depth among all benchmarks. From its source code,
we see that the compiler is unable to keep each B[i][j] in
a designated register as there are too many distinct values
loaded between its first and last access. For instance, when
the kernel size is 4, 15 unique values are loaded from mem-
ory between the first and last access of B[1][0]. Since the
compiler does not keep all of them in registers, the value
B[1][0] will be “spilled" back to memory. This, in turn, cre-
ates extraneous dependencies between loads and stores.

5.2 HPCG
HPCG (High-Performance Conjugate Gradient) is a bench-
mark for ranking computer systems, and it centers around
solving a large sparse linear system with the pre-conditioned
conjugate gradient (PCG) method [28, 66]. Adopted by the
TOP500 list in 2014 as a complement to LINPACK, it has
become the reference benchmark for sparse, irregular, and
communication-heavy workloads. Its low arithmetic inten-
sity and latency-sensitive halosmake it an ideal stress-test for
memory-bound codes, allowing us to demonstrate EDAN’s
effectiveness for the sparse applications that increasingly
influence HPC system design. The benchmark consists of
two main phases: the setup phase and the PCG iteration
phase. The setup phase constructs the sparse matrix and the
multigrid hierarchy, while the PCG iteration phase performs
multiple iterations of the PCG algorithm. The version of the
program was 3.1.

To analyze the program’s performance, we focused on the
CG function in the PCG iteration phase and ignored the setup
phase entirely. We chose a data size of 16 and an iteration
number of 50. Tracing took approximately 35 seconds and
produced a file of 5.5𝐺𝐵, containing over 210 million lines of
instructions. The trace file was processed on a server with
Intel Xeon X7550 CPUs, 1 TB of memory, and a PERC H700
hard disk. It took around 7 hours to generate and analyze
the eDAG. For comparison, under identical conditions, gem5
would require approximately 4 days to produce latency sen-
sitivity measures. We collected performance metrics from
the eDAG with various cache configurations.𝑚 and 𝛼0 were
set to be 4 and 1 respectively, and 𝐶 is the number of non-
memory access vertices. We specified the cost of memory

accesses to be 200 cycles, while all other instructions had
a unit cost. The cache model was a write-through 2-way
associative L1 cache with 64 bytes cache line and LRU as the
eviction strategy. The results are summarized in Table 1.

Cache Size W D 𝜆 Λ B [GB/s]

No Cache 106151255 73703 26593091 0.1462 46.5
32 kB 11200012 (89.4%) 45102 (38.8%) 2833830 (89.3%) 0.0112 (92.3%) 8.1
64 kB 10833505 (89.8%) 43502 (41.0%) 2741003 (89.7%) 0.0108 (92.6%) 8.1

Table 1: Impact of cache sizes on the performance metrics
in HPCG. The numbers in parenthesis show the percentage
reduction compared to the baseline.

One can see from the data that, in this specific scenario,
caching plays a significant role in mitigating the memory
latency sensitivity of HPCG. Compared with the baseline in
which no cache was available, we see a reduction of around
90% for W when 32kB of cache is used, which results in a
substantial decrease in both 𝜆, Λ, and the average bandwidth
utilization 𝐵. However, increasing the cache size further leads
to diminishing returns as doubling the cache size does not
yield a noticeable improvement in performance metrics. This
can be explained by the fact that a small dataset was used,
which could likely fit within the cache, at which point, only
the unavoidable cold misses remain.
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Figure 15: Data movement over time of HPCG with different
cache sizes. 𝜏 was set to 100 cycles.

We visualize the data movement over time of the three
configurations in Fig 15. The pattern exhibited in the plot
adheres to our intuitive understanding as a large amount of
data is loaded at the start, and the repetitive small bursts of
data movement coincide with each PCG iteration. There are
50 peaks in the plot, which matches perfectly the number of
iterations we defined. Additionally, the impact of the cache
is also visible as both the height and width of the orange and
green lines are shorter compared with the baseline.

5.3 LULESH 2.0
To complement the synthetic kernels and sparse CG solver
above, we also analyze LULESH (Livermore Unstructured
Lagrangian Explicit Shock Hydrodynamics) 2.0. It is a DOE
proxy application specifically developed to represent hy-
drodynamics codes prevalent in high-performance comput-
ing [32, 33]. Its computational kernels feature irregular mesh
traversals, data-dependent memory accesses, reductions, and
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nearest-neighbor communication, thus testing both compu-
tational and memory-system performance under realistic
conditions. Including LULESH, therefore, lets us demonstrate
that EDAN can be employed for analyzing the highly irregu-
lar, latency-sensitive workloads that increasingly dominate
contemporary HPC.
To better understand LULESH, we traced

LagrangeLeapFrog, which is its kernel function, with a
data size of 1000 and an iteration number of 10. The tracing
process took 3.8 seconds and produced a 1.2GB file with
49 million lines of instructions. It was then processed on
the same server as described in the previous section for
approximately 90 minutes and computed the performance
metrics with an identical set of parameters. The results are
presented in Table 2.

Cache Size W D 𝜆 Λ B [GB/s]

No Cache 18852125 53776 4753363 0.1370 13.6
32 kB 5389537 (71.4%) 13083 (75.7%) 1357197 (71.4%) 0.0303 (77.9%) 15.8
64 kB 5279800 (72.0%) 13055 (75.7%) 1329741 (72.0%) 0.0296 (78.4%) 15.5

Table 2: Impact of cache sizes on performance metrics in
LULESH.

Compared with the data from HPCG, caching helps miti-
gate the memory latency sensitivity of LULESH similarly, as
bothW and D are decreased by more than 70% relative to
the baseline. One difference is that the majority of memory
vertices are removed from the critical path, resulting in a
significant reduction in D. Hence, the critical path length
𝑇∞ is also much shorter, which leads to a slight boost in 𝐵.

Caching mitigates the memory latency sensitivity of
LULESH, similar to HPCG, reducing bothW andD by more
than 70% compared to the baseline. However, one difference
is that caching removes most memory vertices from the crit-
ical path, significantly reducing D. This results in a shorter
critical path length 𝑇∞, leading to a slight boost in 𝐵.
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Figure 16: Data movement over time of LULESH with differ-
ent cache sizes. 𝜏 was set to 100 cycles.

Fig 16 visualizes the data movement pattern of the com-
putational kernel in LULESH, revealing its behavior during
execution. The peaks in the plot indicate the start of a new
time step, while the flat sections in between correspond to
the calculation of nodal forces and the advancement of ele-
ment quantities [32].

6 Related Work
Performance Modeling Tools. Computer architects of-

ten use simulators to evaluate architectural changes, and a
variety of simulators exist [6, 56, 60] at different levels of
detail. These tools either simulate architecture components
or employ binary instrumentation [42] to trace events during
execution and estimate latency. However, simulation tools
typically require parameter sweeps to evaluate the impact
of architectural changes on specific applications, leading to
increased computational costs. In our work, we use the gem5
simulator primarily to validate the accuracy of our proposed
model’s predictions. Graph-based representations of pro-
grams are commonly employed to minimize tracing and in-
strumentation overhead [13, 51]. To address these challenges,
models that abstract computer details using key performance
metrics (e.g., computational and memory bandwidth) have
been proposed, like the original roofline model [69]. How-
ever, these models often predict performance for simple ker-
nels, not complex applications with diverse behaviors. Find-
ing suitable parameters to instantiate the model can also
be challenging. Other model families, such as the external
memory model [19] and variations of the red-blue pebble
game [31], focus on differences in memory access latencies.
Another solution is to combine modeling with tracing.

Tracing an application’s execution allows the instantiation
of the model, as shown by Cabezas and Püschel [13]. They
translate traced kernel execution into an execution DAG,
scheduling it based on micro-architectural constraints for
placement in a roofline plot. While our approach shares
similarities, we directly use RISC-V binaries and combine the
trace-based approach with our own model inspired by the
work-span model [7]. This enables us to draw conclusions
about memory access parallelism effectively.

Aladdin [62] is a pre-RTL accelerator simulator using dy-
namic data dependence graphs, focusing on modeling accel-
erator designs and explicitly optimizing loops. In contrast,
EDAN generates execution DAGs from instruction traces to
capture fine-grained dependencies and inherently reveals
loop concurrency by processing sequential iterations and
filtering false dependencies. While both use graph repre-
sentations, EDAN specifically targets quantifying memory
latency sensitivity based on execution traces, complementing
accelerator-focused tools like Aladdin.
The work of Alves et al. [1] analyzes concurrency in dy-

namic dataflow graphs (DDGs) with cycles to derive theoret-
ical speed-up bounds for parallel dataflow execution models.
EDAN, conversely, analyzes execution DAGs (eDAGs) from
sequential instruction traces to model memory parallelism
and latency sensitivity for architectural exploration, not in-
herent concurrency in parallel dataflow paradigms.
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Graph-based Dynamic Performance (GDP) [30] builds a
load/commit graph on chip to estimate interference-free stall
cycles at run time and drive cache-partitioning policies. On
the other hand, EDAN is an offline tool using complete in-
struction traces to generate an eDAG, analyzing intrinsic
memory characteristics (parallelism, latency sensitivity) of
sequential programs for architectural comparison, not run-
time interference.

The work of Rakvic et al. [52] classifies loads as "vital" or
"non-vital" based on performance impact if delayed, finding
many loads are non-vital. It proposes a "Vital Cache" storing
only vital load data to improve L0 efficiency. EDAN analyzes
the entire eDAG for memory parallelism and latency sen-
sitivity metrics, rather than classifying individual loads for
cache optimization.
Tune et al. [67] introduces a framework using graph

rescheduling to precisely measure instruction criticality via
slack (delay tolerance) and tautness (optimization benefit).
EDAN uses eDAGs to derive aggregate metrics about mem-
ory parallelism and latency sensitivity for architectural anal-
ysis, not to quantify the criticality of every individual in-
struction for microarchitectural tuning.

Fields et al. [24] develop the concept of slack (instruction
delay tolerance) to guide control policies in non-uniform mi-
croarchitectures (e.g., multi-speed units). It defines slack vari-
ants and proposes hardware predictors. EDAN uses eDAG
analysis for characterizing application memory behavior, not
for predicting instruction slack to manage runtime resource
allocation on non-uniform hardware.
The work of Srinivasan et al. [64] compares memory hi-

erarchy management based on load criticality versus tradi-
tional locality, proposing hardware to classify critical loads
for optimizing caches/prefetching. It finds locality generally
superior for caching. EDAN doesn’t classify individual loads
but analyzes the overall eDAG structure to quantify aggre-
gate memory parallelism and latency sensitivity, focusing
on application characterization rather than specific cache
management policies.

Memory Latency Sensitivity Analysis. Memory latency
sensitivity analysis research can be divided into two cate-
gories: offline and online analysis. Offline analysis [13, 15,
20, 37, 45] focuses on understanding how workloads react
to changes in the underlying machines. Some studies use
architectural simulation [20, 45], while others employ trace-
based approaches similar to ours, but with limitations such
as specific compiler toolchain requirements [13] or lack of
a global view of the critical path [15]. On the other hand,
online analysis aims to improve system performance by dy-
namically changing parameters [12, 34]. However, none of
these studies offer a mathematical formulation of latency
sensitivity, which is a unique contribution of our work.

7 Limitations and Future Work
EDAN is capable of efficiently producing performance met-
rics for a wide range of programs. Nonetheless, as a purely
experimental tool, it has a few notable limitations.
The drawbacks of the current memory cost model have

already been uncovered in Section 4. The lack of a more ac-
curate CPU and scheduler model causes EDAN to mispredict
the relative computation cost of non-memory access instruc-
tions, which in turn reduces the accuracy of Λ. Developing
a more comprehensive model will certainly help ameliorate
this discrepancy. However, this would likely introduce more
computation overhead in the toolchain, and undermine the
simplicity and efficiency of the current model.

As discussed extensively in Sections 3.2.1 and 5.1, EDAN is
constrained both by the compiler to fully expose thememory-
level parallelism of a program. Techniques such as register
spilling introduce extraneous dependencies and greatly hin-
der the discovery of memory-level parallelism. Consequently,
it would be beneficial to explore the possibility of extend-
ing compilers and emulators to enable the generation and
execution of code with an unlimited number of registers.

Parallel programs are not yet supported by EDAN due to
the sheer complexity of determining data dependencies in
the presence of atomic operations, synchronization primi-
tives, cache coherence protocols, and message passing. These
paradigms involve intricate interactions between multiple
threads and processes that create convoluted data dependen-
cies that cannot be easily inferred from execution traces.

Since EDAN relies heavily on the execution trace, it is vul-
nerable to input that only triggers a particular execution path,
potentially generating misleading results. Moreover, the size
of input data can also impact the outcome of performance
analysis depending on the compiler. Therefore, to ensure
accurate and generalized results, it would be beneficial to
vary the input of a program.

Although EDAN is much more efficient compared to cycle-
accurate simulators, its scalability can be further improved.
One approach is to store and parse traces in a binary format,
reducing both the storage and computation overhead for
eDAG analysis. Moreover, employing multiple processes in
EDAN would enhance the processing speed of large graphs.

Currently, EDAN relies on GCC with standard extensions
(i.e., MAFD) to generate binaries for the riscv64 ISA. It would
be valuable to explore the impact of using different compilers
and riscv64 extensions on eDAGs.

8 Conclusion
In this work, we present EDAN, a novel experimental
toolchain that exploits the execution DAG generated from
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the runtime trace of a sequential program to calculate theo-
retical performance metrics, such as memory latency sensi-
tivity and average bandwidth utilization. To complement the
toolchain, we developed a simple yet powerful memory cost
model inspired by Brent’s theorem and derivative-based SA.
Based on this model, we derived two metrics 𝜆 and Λ, which
can be utilized to efficiently quantify and rank the memory
latency sensitivity of applications.

By comparing our theoretical metrics with the experimen-
tal data collected from gem5, we tested the effectiveness of
EDAN and understood the limitations of our model. Case
studies were then conducted on several HPC benchmarks and
applications, which include PolyBench, HPCG, and LULESH.
Through the analysis of the performance metrics, we gained
a deeper insight into the memory-level parallelism in vari-
ous applications, and more importantly, we demonstrate the
practicality of EDAN in the field of HPC.
As latency continues to increase in modern networks,

efficient identification of application latency sensitivity is be-
coming increasingly crucial. With the development of EDAN,
we have provided a tool to aid in this area, and we hope to
inspire further advancements in this field.
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